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Introductions

Fluidmaster is the #1 toilet repair 
brand in the world. 

Fluidmaster parts are found in 
more toilets than all other brands 
combined.

Melissa Penfield
Global IT Director, Applications Support
mpenfield@fluidmaster.com

HQ in San Juan Capistrano, CA

Founded in 1957

Serving 3 Customer Sets
OEM Toilet Manufacturers
Large National Home Improvement Retail
Plumbing Industry Wholesalers 



ü Enterprise Monitoring  
Specialists

ü Multi-Vendor/Agnostic –
Global Vendors and Open 
Source

ü 20+ Years in Business 
– 100s of implementations

ü CatEyes for JD Edwards born 
from Visibility Gap! 

Beth Hunt
CTO
beth.hunt@pumasight.com



What are your most important JDE Monitoring goals 
or pain points?

Audience Question

q JDE Performance & Database Blocking
q Production-Only Issues
q Optimization Opportunities / Growth
q Proactively solving unreported / hidden issues
q All of the Above
q Other – Enter in Q&A Box



Fluidmaster Global Architecture

MANUFACTURINGHEADQUARTERS

Phase 1 - FMNA 
North America

July 2013

Phase 2-FMGB
England-Mfg

January 2014

Phase 3-FMC
China-Mfg

February 2014

MAJOR DISTRIBUTION

Phase 4-FMSI/IT
Slovenia-Mfg

February 2015

Phase 6-FMTR
Turkey-Mfg

Q4 2017

HQ in SJC, Dallas DC, 

Mexico Plant-FMWT

Phase 5-FMNL/DE
Netherlands-Mfg

+German Whs

Q2 2017

• EnterpriseOne  9.2update 3

• Tools Release:   9.2.2.6

• 5 Time Zones for E1

• 2 HTML Servers, LTM, SSO

• Private Cloud Data Center

• Single Instance database

• Remote Partner Support for 

CNC, DBA, Dev

• In-House IT Ops - 12

• In-House IT Apps – 7

• ~2,000 Employees, ~900 users

CET TZ+1GMT TZ+0 TUR TZ+3 CST TZ+8PAC TZ-8

Five Time Zone Environments – Single Database

JDEdwards E1 Rolled out in 6 Phases 2013-2017 + 2 full and 1 TR Upgrade



Why CatEyes for Fluidmaster?
• Key projects in 2019 introduced “ERP” related change

• JD Edwards Tools Upgrade and Code Current Project  - April 2019

• Production Hardware Upgrade – May 2019

• Two sites (Dallas and the UK) implemented Third Party Barcoding Mobile Solutions – June 2019

• Moved the Upgraded Hardware to new Data Center – July 2019

• Uptick in performance issues and database blocking incidents
• DBAs said “the user caused the block”, blocking alerts have limited information

• CNCs agreed with the DBAs, so did IT Operations – it’s squarely in IT Apps / Dev support domain

• Developers/MOS couldn’t help unless we knew what program and use case caused it and it was repeatable

• The Fluidmaster Apps Team were exhausted looking for the problem, but couldn’t “see” the transaction

• Strong feeling from the apps team they were going down rabbit holes, tracking symptoms, not root causes

Users were frustrated with the disruption

Everyone was pointing at the E1 Applications Layer

Need a way to Prove it was or it wasn’t the E1 Upgrade

***There was no smoking gun***



JD Edwards Monitoring – Common Challenges 
q JD Edwards infrastructure has many layers, any of which may impact performance, encounter 

a fault, or become a point of failure. Unique skillsets are required for these aspects of 
troubleshooting “the system”; database, disk, Weblogic, Tools, Code, 3rd party, CNC, etc.

q Limited visibility to pinpoint cause of issues or opportunity for performance improvement.
q Intermittent Production errors are difficult or impossible to capture or reproduce.   
q Difficult to Find the cause of ‘Production Only’ issues while avoiding Debug in Production
q Countless hours spent tracking down the proverbial needle in a million haystacks

q Typical Alerts/Notifications usually don’t tell you “Why” but point to a clue but not the specific 
user, transaction, SQL. Ex: Db block, stuck threads, Zombies, High CPU, Lost connection…

q Averages and samplings aren’t enough.  Many issues aren’t consistent.  Why did this
transaction fail this time and not the 1m other?  Why for this user/app and not the others?

Thanks for the Alert - What About the Root Cause? 



JD Edwards – Multiple Layers 



JD Edwards – Transactions



JD Edwards – Monitoring

Network & Infrastructure 
Monitoring
• On-Site or Cloud
• Internal or 3rd-Party



Server Manager
JD Edwards – Monitoring



Database
JD Edwards – Monitoring



JD Edwards – Monitoring
APM

• Transactions while 
in JVMs

• Some 3rd-Party 
Apps



CatEyes

• Transactions 
through JDE Logic 
and Batch 

• Transaction 
User/Application

• End-2-End Data 
Details

• Full Database 
Queries, Logs and 
External Systems



CatEyes for JD Edwards – New Visibility
ü Transaction Tracing and Deep-Dive 

Visibility through the Enterprise 
server.

ü Requests from anywhere!

ü 100% of E2E Transactions and Jobs –
not sampling and averages.

ü Run in Production – very low 
overhead
– No Debug Logging
– No Database polling
– No JDE code changes

ü Any JDE 9.1 or 9.2 + version!

Ø Proactively Solve and Optimize!



Transaction Visibility = Problems Solved!
Ø Types of Problems Solved

ü User Complaints –> Drill into any real user transaction to pinpoint root cause.

ü Intermittent Errors -> No need to reproduce issues, full history available.

ü Slow Performance -> Pinpoint root cause or point of slow down, or eliminate the 
Application layer as the root cause, and proactively resolve.

ü Trace-Back -> Instant visibility to Who, What, When, Where an error or database query or 
block occurred, assess for the “Why”.  

Ø Results & Benefits
ü Significantly reduce time and cost to diagnose & total resolution time. 

ü Answers in minutes, not hours/days!  (quickly get to who, what, when, where)

ü No more War Room effort – only utilize the resources needed.

ü Proactive User Experience Management & Business Growth



Deep Insight - Simple Access!
Ø Demo throughout presentation

ü Designed for Ease of Use
- Simple tabs and navigation

ü 100% of Real-Time User Transactions 
and Jobs

ü Complete Drill-Down with Full Data

ü Advanced Search –
Functions, Applications, and Data
Query Strings and Log Strings
User,  Pid, Environment, etc.  
Search and Filter on Anything!

ü See all Database Queries and Logging –
In Context

ü Instant Trace Back from Database Queries and Logging to 
User and Application/UBE!



Use Case – User Reported Performance
Ø User-Reported performance slowdown on Monday mornings

Analysis and Diagnosis 
ü Sorted and filtered on users, time frame and response time to find the slow transactions and 

identify the beginning of the slowdown.  Drilling in showed database queries on a few specific 
tables as the root cause.   

ü Reviewed transactions in order.  Validated that the initial slow transactions resulted in 
slowdown of the next transactions trying to query the same tables.  These were ‘victims’ versus 
the root cause. (Process of elimination)

ü Compared those transactions to the same transactions at other times.  This confirmed that the 
same transactions were faster at other times of the day/week.

Action and Resolution
ü Discovered that weekend indexing on those tables was not always finishing in time and modified 

process to resolve it.

ü Determined those specific tables needed to be trimmed and added this maintenance.



Use Case – User Reported Performance
Ø Intermittent User-Reported performance issues in 2 Time Zones

Analysis and Diagnosis 
ü Confirmed and quantified issue by viewing response times per Environment/TZ.   Identified the 

precise timing when the problem began and which transactions were the cause and which were 
‘victims’.

ü Discovered that the exact start time of some slowdowns correlated with backend 
processing/backups.

ü By drilling in, discovered the root cause of other slowdowns were specific tables accessed by 
version-specific Applications at the same time as UBEs heavily accessed the same tables.  

Action and Resolution
ü Level loaded scheduled UBE timings to reduce load during the critical time.

ü Created new procedure for scheduled job requests to maintain level loading.

ü Reduced databrowser usage for those tables by identifying available reports and inquiries.

Ø Demo!



User Transactions – All Interactive RequestsDemo



End 2 End & Drill Down

Beth replace image

Demo



Details and DataDemo



Database Requests – DetailsDemo



Jobs – List and SummaryDemo



Jobs – DetailsDemo



Jobs – Summary and Drill DownDemo



Performance Overview – Last 6 hours

Problem was not Time Zone / Environment specific or Application specific
Normalized Times = all Time Zone activity in correct order 



Performance Drill-Down to Root Causes

Drill Down found specific multiple SQL queries = root cause 



Performance Drill-Down ->  SQL Details



Use Case – Database Blocks and Performance
Ø Database Blocks - Preceded by slowdown

Analysis and Diagnosis 
ü Captured the queries, host PID, and timestamps from the blocking alert.

ü Found the blocker and blockee queries in CatEyes and followed back to the specific transaction and 
application/user/BSFN that executed the queries. Verified blocks are a symptom.

ü Reviewed transaction history & slowdowns leading up to blocks, including specific tables, queries, 
and errors prior to blocking event.

ü Based on the above, Fluidmaster was able to rule out JDE applications as the root cause - allowing 
IT Operations to then focus on Database and Hardware.  

ü Correlated timing of the start of slowdowns leading to some blocks to hardware backup timing.

Action and Resolution 
ü Reviewed and modified backend processing times to less busy user times.

ü Audited settings at the web server, database and SAN level.



Example Blocking Alert



Database SQLs – ConsolidatedDemo



Database SQLs - SearchDemo



Database SQLs – Search and Filter  Demo



Database SQLs - DetailsDemo



Database SQLs – Backtrace
ü Backtrace to the Transaction 

that executed the SQL!

Demo



Database SQLs – Backtrace
ü Backtrace to the 

Transaction that 
executed the SQL!

Demo



Database SQLs – Backtrace
ü Backtrace to the Transaction 

that executed the SQL!

Demo



Database SQLs – Backtrace
ü Backtrace to the 

Transaction that 
executed the SQL!

Demo



Blocker Query – Full Detail

“Go to Transaction”  takes us
to Blocker Transaction!



Start of Slowdown - Prior Query Full Detail

“Go to Transaction”  takes us
to the Transaction!

** Blocker Query was not the root 
cause. Slowdowns lead up to 
blocking event.



Blocker Transaction – Full Detail



Blocker Transaction – Full Detail - Drill-In



Blockee Query – Full Details 

“Go to Transaction”  takes us
to Blockee Transaction!



Blockee Transaction – Full Details



Blockee Transaction – Full Detail - Drill-In

Ø Demo!



Use Case – Database Blocks and Performance
Ø Database Blocks – Related to Program Issue

Analysis and Diagnosis 

ü Captured the queries, host PID, and timestamps from the blocking alert.

ü Found the blocker and blockee queries in CatEyes and traced back to the specific transaction and 

application/user/BSFN that executed the queries.

ü Found that a specific database query in a specific 3rd-party application request was the blocker in 

multiple cases and had errors within the request. 

Action and Resolution 

ü Provide transaction and error detail to 3rd-party support for resolution.



Use Case – Log Errors
Ø Log Error Analysis

Analysis and Diagnosis  - Reactive
ü Response to reported incidents.

ü Drilled-down into problem transactions to see exact context and activity causing the log entry and 
potential earlier errors or problems.

Analysis and Diagnosis – Proactive Housecleaning
ü Reviewed and analyzed the history of consolidated Log Errors.

ü Follow to application, user, BSFN, and object which wrote it to identify hidden issues and 
opportunities for development optimization or Oracle bug fixes.

Action and Resolution 
ü Reactive: Provide full details and context to appropriate team for analysis and resolution.

ü Proactive: Developer Team reviewed/updated code where appropriate and submitted tickets to 
Oracle where appropriate with full supporting details.

Ø Demo!



Log Errors – SearchDemo



ü Backtrace from the Log Errors instantly 
back to Transactions!

Log Errors – Backtrace!Demo



ü Backtrace from the Log Errors 
instantly back to Transactions!

Log Errors – Backtrace!Demo



Use Case – Custom Code Improvements
Ø Custom Code Analysis

UBE Optimization
ü CatEyes notified the Business Analyst of database inserts failing with duplicate key entry every 

time a specific localized UBE customization was launched.

ü By stepping through each SQL action in CatEyes and comparing to the code, he found these 
inserts were unnecessarily being attempted by the code.

Proactive Error Handling
ü CatEyes alert identified a custom program that updates pricing had failed to insert/update 

records.  Step by step code review in CatEyes revealed that error handling was missing in the 
custom code and missing pricing inserts would have gone unnoticed until a larger issue surfaced 
affecting the user.

ü This understanding allowed Fluidmaster to proactively avoid the issues by modifying user 
procedures short term and planning to improve error handling in that code long term.



Ongoing Performance Assurance & User Support
Alerting and Proactive response
ü Log Errors
ü Failed Database Requests – Able to excluding alerting for specific tables as needed.
ü Long-running Database Request, Business Functions, and UBEs
ü Specific Log Errors suspected to to be important

Alert Management
ü Business Analyst receives alerts and uses CatEyes to investigate.
ü Business Analyst fine tunes alerting as appropriate for Fluidmaster code/environment.
ü See patterns and investigate relevant ones.

Proactive Activity
ü Review history of Log Errors.
ü Follow Log Errors and database requests to the application, user, BSFN, or UBE and analyze to 

identify hidden issues and opportunities for development optimization.
ü Review performance and transactions and drill down/analyze as appropriate.

Dashboards
ü View custom dashboards for performance trending and analysis.



Alerts and Notifications
ü Alerts for BSFNS, Jobs, Database 

Queries, and Log Errors

ü Custom Schedules

ü Custom selection criteria for fine-
tuned alerting!

ü Notifications via Email or Integrated 
with your Ticketing system.



CatEyes for JD Edwards – Dashboards

ü Complete Transaction Data 
available in PWH
- Performance
- Application/User Usage

ü External Links can be emailed / 
included in 3rd-party console

ü Alerts on Dashboard data.

Ø Live Dashboards!



Fluidmaster User Transaction Dashboard



Fluidmaster Jobs Dashboard



Server Stats

Consolidated data from 
Server Manager!

ü Managed Instances – Status

ü Process Status

ü Call Object Stats 
• Filterable
• History Graphs

ü Any data from Server Manager 
can be added

Ø Show Live



Melissa Penfield
Global IT Director

Fluidmaster

MPenfield@fluidmaster.com
https://www.fluidmaster.com

Beth Hunt
CTO

PumaSight

Beth.Hunt@pumasight.com
+1 (720) 414-1495

https://www.pumasight.com



RFSmart - XML



RFSmart - XML



BSSV Web Services



BSSV Web Services



DSI - XML



DSI - XML


